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The electronic structure of ionized bulk liquid water presents a number of theoretical challenges. Not the
least of these is the realization that the detailed geometry of the hydrogen bonding network is expected to
have a strong effect on the electronic couplings between water molecules and thus the degree of delocalization
of the initially ionized system. This problem is approached from a cluster perspective where a high-level
coupled cluster description of the electronic structure is still possible. Building on the work and methodology
developed for the water dimer cation [J. Phys. Chem. A 2008, 112, 6159], the character and spectrum of
electronic states of the water hole and their evolution from the dimer into higher clusters is presented. As the
time evolution of the initially formed hole can in principle be followed by the system’s transient absorption
spectrum, the state spacings and transition strengths are computed. An analysis involving Dyson orbitals is
applied and shows a partially delocalized nature of states. The issue of conformation disorder in the hydrogen
bonding geometry is addressed for the water dimer cation.

1. Introduction

The properties of liquid water are known throughout a wide
range of thermodynamic conditions, and many of these proper-
ties can be individually reproduced by using theoretical models,
although a unified model is still elusive.1 One such property of
water, the electronic structure of the bulk liquid, particularly as
it relates to the excited and ionized states, is still highly
controversial and theoretical models that reproduce key experi-
mental observables are not available.2

The structure of the valence band is of direct relevance in its
ionization chemistry.2 Although the ionization process has been
investigated extensively since the 1960s, the initial stages are
still not clearly understood. What is known is that within 1 ps,
a thermalized electron, hydroxyl radical, and hydronium ion are
formed within a few nanometer radius sphere; however, their
yields and spatial distributions are strongly dependent on the
initial energy deposited.2,3 It is believed that water once stripped
of an electron achieves final localization of the hole by downhill
proton transfer to yield a H3O+, OH pair. The proton transfer
is believed to be complete within 100 fs and can be followed
by transient electronic spectroscopy,4 although clear-cut evidence
for this transformation has been hard to establish. This study
aims to address the nature of the initially formed hole, H2O(aq)

+ ,
formed on vertical ionization of bulk water at equilibrium.
Depending on the nature of this initial state in the bulk, the
subsequent proton transfer reaction may be characterized by
different time scales and qualitatively different spatial distribu-
tions of the three resulting particles, the hydronium ion, OH
radical, and solvated electron.3 In turn, this will give different
yields of radicals escaping geminate recombination, which lead
to chemical damage.

In the condensed phase, water can be described as a rapidly
fluctuating and partially disordered lattice of coupled chro-
mophores, defined as individual water molecules, whose elec-
tronic states in turn correspond to the states of the gas phase

molecule. In such a system, two ionization scenarios can be
imagined.5-11 The first corresponds to the case when the
electronic coupling between the water molecules is larger than
the energy spread between them induced by different local
environments. In this case the positive charge will be delocalized
over many water molecules in the hydrogen bonded network,
and the subsequent nuclear dynamics would lead first to the
localization of the positive charge at a single site and then the
proton transfer reaction. Alternatively, one can imagine that
the energy spread between the different sites (diagonal disorder)
exceeds the coupling. In such a case, the eigenstates will
predominantly have a local character, and the proton transfer
chemistry will ensue in a single step at the localized ionization
site. Additionally, the degree of state localization will vary from
state to state, giving rise to energy dependence of ionization
characteristics.12 Many of these issues can in principle be
addressed by considering small water clusters with different
hydrogen bonding geometries.

Earlier work on water cluster cations rarely addressed the
nature of the vertically formed hole, beyond the early dimer
controversy.13-22 A notable exception is the study of Müller,23

who investigated delocalization in small cyclic structures. Our
previous work24 on water dimer cation suggested strong
couplings between the states of the H-bond donor and acceptor.
The H-bond donor/acceptor moieties are defined as proton
donor/acceptor. Two coupling pathways, both involving the a1

orbital, have been observed. The a1 orbital is capable of coupling
with the b1 orbital of the H-bond acceptor, as well as the b2

orbital of the donor; although the extent of the interaction
depends on the orientation of the two molecules, the previous
study was restricted to the Cs symmetry structure. However, in
the condensed phase a wide range of dimer geometries is
sampled. Similar effects of the bulk on the electronic spectrum
of water and the radiolysis products have also been theoretically
investigated in cluster studies.25-27

Moreover, it is important to note that in the context of liquid
water, the water dimer represents an extremely asymmetric
arrangement of water molecules. In the bulk, a single water
molecule is likely to serve both as an H-bond donor and
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acceptor. The present study addresses both issues by considering
other dimer configurations and larger clusters. The degree of
charge delocalization in each case is quantified by using the
Natural Bond Orbital (NBO) analysis.28 We also address
the reliability of the Koopmans ionization picture29 by using
the correlated Dyson orbitals.30,31 In a system with many
degenerate states correlation may play an important role in
determining the electron distribution causing the breakdown of
the Hartree-Fock molecular orbitals (MOs) based picture of
ionization.

Computational studies of water ionization are complicated
by the fact that the ionization of small water clusters typically
occurs from the surface water molecules that are not H-bond
acceptors, as dictated by electrostatic considerations, i.e.,
ionization from an H-bond acceptor places a positive charge
near the proton of the H-bond donor. On the other hand, the
positive charge is stabilized by the negatively charged oxygen
of the other water molecule acting as a proton acceptor. In a
dimer, the IE of the H-bond donor is lowered by 0.9 eV, while
the IE of the H-bond acceptor increases by 0.6 eV.

Also, the nature of the cluster orbitals is difficult to assign,
as they are mixtures of monomer orbitals of different symmetry.
Moreover, the extent of mixing of different chromophore states
is a function not only of the coupling element, but also of the
diabatic separation. In an approximately tetrahedral network of
water/ice all chromophores are nearly equivalent, and differences
between them are likely to be induced by thermal fluctuations.
In a cluster, water molecules are in different surroundings,
regardless of the cluster size. This kind of diabatic separation
is not present in the condensed phase.

Despite the inherent problems, cluster species are amenable
to a detailed analysis and high-level ab initio calculations. The
basic coupling pathways observed and quantified in the cluster
will most likely still be present in the condensed phase.
However, the cluster calculations account only approximately
for the diagonal disorder. With these caveats in mind, we have
conducted a series of studies designed to get us closer to issues
in the bulk, while maintaining a high quality description of the
electronic structure. We have explored the angular dependence
of the electronic states of the water dimer cation at the vertical
neutral geometry. We also studied the electronic states in three
trimer geometries corresponding to three different H-bonding
situations, as well as the electronic states of a tetrahedral water
pentamer. Our emphasis has been on the degree of delocalization
in the various states as well as the sensitivity of the electronic
absorption spectrum of the vertically formed hole to conforma-
tion and cluster size.

2. Computational Details

The geometry of the simple (H2O)2 was optimized with MP2/
6-311++G**. For the remaining clusters we start with a 17-
mer, the geometry of which is taken from ref 32. This is the
smallest stable water cluster for which an interior water molecule
is present. This 17-mer structure was reoptimized with MP2/
6-311++G**. Subsequently an interior pentamer, shown in
Figure 1, was carved out but not reoptimized. Additionally, three
trimer structures, corresponding to three different bonding
situations, were cut out of the pentamer. In DD (fragments 1,
2, 3) and AA (fragments 1, 4, 5) structures the central water
molecule acts only as an H-bond donor and acceptor to two
other moieties, respectively. In the AD geometry (fragments 1,
3, 4) the central water acts both as a donor and an acceptor of
a H-bond.

The ionized states derived from the three highest water
monomer orbitals were characterized for each cluster by using

equation-of-motion coupled-cluster for ionization potentials with
single and double substitutions (EOM-IP-CCSD)33-36 and a
6-311++G** basis set. All electrons were correlated. As shown
in ref 24, increasing the basis set to aug-cc-pVTZ affects IEs
of H2O, OH-, and H3O+ by up to 0.3 eV resulting in better
agreement with the available experimental values. Similar basis
set effects were observed in larger systems, e.g., ionized uracil
and uracil dimers.37 However, we found that the basis set has
little effect on the character of the EOM-IP wave functions,
which are dominated by Koopmans-like contributions, and,
consequently, on the properties that depend on electron distribu-
tion. For example, oscillator strengths of the transitions between
ionized states of uracil computed with 6-31(+)G* and cc-pVTZ
are within 2% from each other.

The charge on individual fragments was calculated using
NBO analysis with fully relaxed density matrices defined for
correlated wave functions.38,39 The character of MOs was
assigned based on visual inspection.

To characterize the dependence of dimer states on the relative
orientation of the fragments in the dimer an angular scan was
performed. The H-bond donor molecule was rotated around the
oxygen-oxygen axis from 0° to 180° in 10° increments. The
Dyson orbital was computed for all the trimer and the pentamer
geometries. The weight of a given MO in the Dyson orbital is
given by:

where p+ creates an electron in orbital p, and ΨN and ΨN-1 are
the N and N - 1 electron wave functions described by CCSD
and EOM-IP-CCSD, respectively. Trimer Dyson orbitals were
obtained with the 6-311++G** and aug-cc-pVTZ basis sets.
The results were nearly identical, and thus only the former basis
set was chosen for the pentamer calculations.

It should be noted that describing charge localization in open-
shell systems is a nontrivial task, often complicated by artifactual
symmetry breaking and spin-contamination. Moreover, a high
density of electronic states poses additional challenges. EOM-
IP-CCSD overcomes these difficulties by using a well-behaved
closed-shell reference wave function and a linear parametrization
of the excitation operator. It describes multiple interacting
electronic states in a balanced fashion, and accurately reproduces
charge localization patterns in different electronic states.40,41

All ab initio calculations were performed by using the
Q-CHEM ab initio package.42 The basis sets were obtained from
the EMSL repository.43 Geometries of the trimers and the
pentamer are available as Supporting Information.

3. Results and Discussion

3.1. Dimer. Dimer and monomer states can be conveniently
related by using an an appropriate MO nomenclature. Following
our DMO-LCFMO (Dimer Molecular Orbital-Linear Combi-

Figure 1. MP2/6-311++G** optimized geometry of the water
pentamer. DD (fragment 1, 2, 3), AA (fragments 1, 4, 5), and AD
(fragments 1, 3, 4) trimers were carved out for detailed study.

cp
2 ) 〈ΨN|p+|ΨN-1〉2 (1)
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nation of Fragment Molecular Orbitals) approach,24,39,44 a
composite notation of the form (H-bond donor MO)/(H-bond
acceptor MO) is used to describe the dimer MOs. An asterisk
signifies an antibonding character of the orbital with respect to
the fragments. This notation directly gives the wave functions
of the corresponding 1-electron system needed in understanding
the spectroscopy. The relevant monomer orbitals in order of
decreasing energy are b1 (out-of-plane lone pair), a1 (in-plane
lone pair), and b2 (σOH). They give rise to the 6 highest MOs of
the dimer considered here (shown in Figure 3 from ref 24).

Molecules in the condensed phase sample a wide range of
configurations. Since orbital overlap is known to play an
important role in determining the diabatic coupling, it can be
expected to also affect the character of the dimer wave function.
This will result in a change of charge distribution and
spectroscopy. Figure 2 presents the natural charge on the H-bond
donor fragment in the dimer cation as a function of the rotation
around the oxygen-oxygen axis. The charge distribution in the
dimer cation appears to be relatively insensitive to the structure
of the system. Rotation around the oxygen-oxygen axis lowers
the symmetry of the system from Cs to C1. Under the latter
symmetry mixing of all states and significant changes in their
character relative to the neutral configuration are formally
possible, but do not occur. The lowest ionization is from the
b1/0 orbital and is constrained to the H-bond donor molecule.
Largest changes in mixing with rotation are observed for the
(a1/b1) and (a1/b1)* pair of orbitals, but a visual MO inspection
revealed only minor changes in the MO structure.

Figure 3 shows the excitation energy and transition dipole
moment along the rotation angle for the five lowest electronic
transitions. All these transitions are derived by exciting from a
doubly occupied orbital to the b1/0 SOMO (singly occupied
molecular orbital). The effect on excitation energies is small,
but pronounced changes in the intensity are observed. In
particular, the (b1/0)r (a1/b1) and (b1/0)r (a1/b1)* transitions
have much higher intensity at 90° than at 0°, as follows from
the analysis of the natural charge of the ground and excited ion
states. This is further supported by a visual inspection of MOs.
This signifies an increase in the intermolecular contribution to
the intensity. At the neutral configuration, the b1 orbitals on the
H-bond donor and acceptor fragments are perpendicular, and
consequently the transition dipole moment is small. Rotation
of the donor fragment by 90° makes the MOs parallel to each
other, resulting in a large dipole moment coupling due to the
close proximity of the orbitals. The intensities are nearly
symmetric around 90°, implying that the direction of the
hydrogen does not matter.

Overall, we observe that the fragment composition of the
states and excitation energies vary mildly with the rotation angle.
This is in contrast to the transition properties, which in some
cases change dramatically. The origin of this lies in the
approximately spherically symmetric character of water MOs
around the OH bond. Due to this shape, rotating around the
oxygen-oxygen axis or changing the H-bond angles within a
reasonable range only weakly affect the wave function in the
interfragment region. It is the interactions in this region that
determine the diabatic coupling. Intensity can stem from parts
of the wave functions whose relative orientation changes
significantly upon rotation, as illustrated in the previous
paragraph.

3.2. Trimer. The IEs, fragment charges, and transition
properties for the DD, AA, and AD trimers are given in Tables
1-3, respectively. The charge on the central molecule in the
ionized states is shown in Figure 4. Before proceeding, we
investigate the validity of the Koopmans picture. The ordering
of the correlated states is the same as that of the MOs, and the
square weights of the Hartree-Fock MO in the Dyson orbital
are all close to 1. This means that the uncorrelated neutral orbital
accurately describes the spatial extent of the hole. Increasing
the basis set from 6-311++G** to aug-cc-pVTZ results in
almost no change of the leading Dyson coefficient. Similar
conclusions are drawn from the analysis of the R1 amplitudes
of the EOM-IP-CCSD wave functions: the smallest value of
the leading amplitude corresponding to the Koopmans hole was
0.95. However, the differences between correlated and Koop-
mans IEs are significant (e.g., more than 1 eV).

In this analysis of state character we focus on the central water
fragment and pay particular attention to whether the coupling
pathways observed in the dimer are effective in explaining the
observed state characteristics. When the central water molecule
acts as a double donor (DD trimer), the ground state of the

Figure 2. Natural charge on the H-bond donor fragment in water dimer
cation in the six lowest electronic states. Rotation is around the
oxygen-oxygen axis, and angle 0° corresponds to the neutral dimer
configuration. All calculations were done with EOM-IP-CCSD/6-
311++G**.

Figure 3. (a) Excitation energies and (b) transition dipole moments
in water dimer cation. Rotation is around the oxygen-oxygen axis,
and the angle 0° corresponds to the neutral dimer configuration. All
calculations were done with EOM-IP-CCSD/6-311++G**.
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cluster remains localized on the central fragment. Also in the
dimer the H-bond orbital of the donor did not mix with acceptor
orbitals. Excited states of this cluster are more delocalized than
the ground state. No state can be assigned to ionization from
the a1 orbital, as it is dissolved in the b1 ionizations of the

H-bond acceptors. The b2 state remains rather localized. Finally,
the highest two states are the ionizations from the b2 MOs of
the acceptors. As seen in the dimer, these states do not couple
to the donor. Due to the approximate C2V symmetry of the cluster
all states, except acceptor b2 states, are equally shared between
the acceptor fragments.

In the AA isomer the central molecule acts only as an
acceptor. The first two states correspond to ionization of the
surface water molecules, following the electrostatic arguments
from the Introduction. The b1 and a1 orbitals become dissolved
and at most 50% of the electron density is located on the central
fragment. Delocalization proceeds through the a1 and b2 of the
donor. Similarly to the dimer, the b2 remains fully localized.
States involving ionization of peripheral fragments are mixtures
of ionizations from the two monomers, as is the case in the DD
trimer. The approximate C2V cluster symmetry is also operational
in this case. It is interesting to observe that the transitions in
the AA trimer are typically larger than those in the two other
cases. This is presumably caused by the delocalization, which
gives rise to interfragment terms in the intensity expressions.

TABLE 1: Leading Dyson MO Weights, Ionization Energies, Fragment Charges, Transition Dipoles, and Oscillator Strengths
for the 9 Lowest States of the DD Water Trimer Cationa

cp
2 b cp

2 IE q1 q2 q3 q4 q5 µ f

1 0.999 0.998 10.375 0.885 0.057 0.058
2 0.998 0.996 11.776 0.527 0.237 0.236 0.0187 6.42 × 10-4

3 0.998 0.996 12.365 0.048 0.489 0.463 0.0182 8.88 × 10-4

4 0.997 0.994 13.460 0.250 0.360 0.390 0.0179 1.35 × 10-3

5 0.998 0.996 14.728 0.003 0.545 0.452 5.42 × 10-3 5.78 × 10-4

6 0.997 0.994 15.119 0.027 0.441 0.532 2.29 × 10-3 2.66 × 10-4

7 0.998 0.996 16.990 0.720 0.136 0.144 8.00 × 10-4 1.30 × 10-4

8 1.000 1.000 19.047 -0.044 0.998 0.046 5.22 × 10-3 1.11 × 10-3

9 1.000 0.999 19.096 -0.044 0.045 0.999 5.46 × 10-3 1.17 × 10-3

a The transition properties are relative to state number 1. q1 is the charge on the central fragment. Results were obtained with
EOM-IP-CCSD/6-311++G**. b Obtained with the aug-cc-pVTZ basis set.

TABLE 2: Leading Dyson MO Weights, Ionization Energies, Fragment Charges, Transition Dipoles, and Oscillator Strengths
for the 9 Lowest States of the AA Water Trimer Cationa

cp
2 b cp

2 IE q1 q2 q3 q4 q5 µ f

1 0.998 0.995 11.451 0.065 0.335 0.600
2 0.998 0.995 11.588 0.067 0.596 0.336
3 0.990 0.977 13.157 0.482 0.256 0.262
4 0.998 0.995 13.614 0.175 0.369 0.456 5.36 0.0601
5 0.987 0.970 14.239 0.541 0.278 0.181 2.59 0.0687
6 0.988 0.974 16.081 0.649 0.166 0.185 0.222 0.0159
7 0.996 0.991 17.911 0.138 0.429 0.433 0.295 0.0344
8 0.988 0.973 18.409 0.332 0.340 0.328 0.273 0.0351
9 1.000 0.999 19.988 1.016 -0.007 -0.009 2.93 × 10-3 4.90 × 10-4

a The transition properties are relative to state number 3. q1 is the charge on the central fragment. Results were obtained with
EOM-IP-CCSD/6-311++G**. b Obtained with the aug-cc-pVTZ basis set.

TABLE 3: Leading Dyson MO Weights, Ionization Energies, Fragment Charges, Transition Dipoles, and Oscillator Strengths
for the 9 Lowest States of the AD Water Trimer Cationb

cp
2 a cp

2 IE q1 q2 q3 q4 q5 µ f

1 0.999 0.998 10.910 0.025 0.040 0.935
2 0.993 0.985 11.939 0.812 0.063 0.126
3 0.985 0.961 12.816 0.329 0.391 0.280 0.9932 0.0214
4 0.986 0.962 13.355 0.077 0.503 0.419 1.37 0.0475
5 0.993 0.985 14.613 0.534 0.318 0.148 0.0927 6.07 × 10-3

6 0.996 0.991 15.682 0.129 0.860 0.012 0.0134 1.23 × 10-3

7 0.993 0.985 17.346 0.138 0.045 0.817 0.484 0.0642
8 0.996 0.992 18.417 0.866 0.136 -0.002 3.56 × 10-3 5.64 × 10-4

9 0.999 0.999 19.708 0.007 1.013 -0.020 5.48 × 10-3 1.04 × 10-3

a The transition properties are relative to state number 2. q1 is the charge on the central fragment. Results were obtained with
EOM-IP-CCSD/6-311++G**. b Obtained with the aug-cc-pVTZ basis set.

Figure 4. NBO charge on the central molecule in the three configura-
tions of the water trimer. All calculations were done with EOM-IP-
CCSD/6-311++G**.
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The AD isomer is the case when the central molecule acts
both as an acceptor and a donor. This is a very interesting case,
as formally all the orbitals have favorable interaction partners
and can delocalize. Despite this, there is still a fair amount of
localization in some states. The charge on the central molecule
for the peak corresponding to b1 ionization is 0.81, compared
to 0.88 in the DD case. The b2 charge is 0.87. The a1 state,
which has the possibility to couple both to donor and acceptor,
has a 0.53 charge.

Overall, the coupling pathways observed in the dimer prove
effective in rationalizing the trimer results. These are particularly
efficient at dissolving states related to the a1 monomer orbital.
The trimer results also shed light on the lowering of water IE
in the bulk. Condensed phase measurements by Winter and co-
workers,46 show that the IE decreases from 12.6 eV in the gas
phase to 11.2 eV. The computed IE of an isolated water
molecule is 12.3 eV. The geometry of the central molecule in
the pentamer is distorted from its equilibrium C2V configuration,
changing the IE to 12.2 eV. Thus, the geometry distortion effect
on IE is rather small. In DD mostly central first ionization is
10.4 eV. This is similar in magnitude to the effect observed in
the bulk phase. In the AA isomer it is pushed up to 13.2 eV,
although it is a stretch to assign it to the central moiety. Both
effects coexist in the AD isomer, where the central IE is 11.9
eV. While still lower than the monomer value, the effect is not
nearly as dramatic as that in the dimer or the other two trimers,
where only stabilizing or destabilizing effect is present but not
both. The large lowering of IE in bulk water is thus not a simple
result of nearest-neighbor interactions, but occurs due to the
extended dielectric response of the bulk phase.

3.3. Pentamer. Water pentamer results are shown in Table
4 and the charge on the central fragment is plotted in Figure 5.
The Koopmans ionization picture still holds for this system, as
evidenced by the leading Dyson MO coefficients. Natural
charges reveal that significant delocalization occurs in all states
and the ionization process involves removal of an electron from
several molecules. The two lowest electronic states of the
pentamer cation correspond to ionization of the surface mol-
ecules. Not a single state can be completely assigned to the
central fragment; however, crude correlations can be established.
States corresponding to the ionization from b1 and b2 orbitals
localized on the central water can be discerned (states 3 and
13, respectively), but not from a1. This is in agreement with
the photoelectron and X-ray emission spectra of the liquid phase,

where the ionization/emission from the a1 orbital is broadened
compared to that of other orbitals.45,46 This effect is attributed
to the strong participation in the hydrogen bonding and the
concomitant delocalization of a1.

The state that is most localized on the central fragment has
an ionization energy of 11.8 eV, 0.4 eV lower than the isolated
monomer. Thus, even in this case the bulk limit is not reached.

3.4. Spectroscopy. The condensed-phase spectroscopy for
the vertically ionized state can be modeled by considering
excitations from the lowest state localized on the central cluster
fragments. In other words, this state is taken to mimic the liquid
ground states. This procedure can be performed both for the
AD trimer (state 2) and the pentamer (state 3). The spectra are
shown in Figure 6. First, consider the fate of the valence H2O+

in the cluster. In the gas phase the excitation energies of H2O+

are 2.0 (a1 f b1) and 6.0 (b2 f b1) eV. In the AD trimer these
energies are shifted to the blue, 2.7 and 6.5 eV. It is more
difficult to assign these transitions in the pentamer. The higher
energy transition is at 6.5 eV. The a1 state cannot be assigned.
Tentatively, the most localized state in the a1 region is at 2.9
eV. Thus, both excitations appear to shift to the blue. This is in
agreement with the experimental difference of tentative vertical
IEs, 2.3 and 6.3 eV.46 The wide deviation in the a1 energy is
due to the uncertainties in the assignment rather than the error
in the calculation.

Analysis of the pentamer and trimer fragment charges and
transition intensities in Tables 3 and 4 reveals that the most
prominent features in the spectra are in fact charge transfer
transitions. These involve transfer of an electron to the central

TABLE 4: Leading Dyson MO Weights, Ionization Energies, Fragment Charges, Transition Dipoles, and Oscillator Strengths
for the 15 Lowest States of the Water Pentamer Cationa

cp
2 IE q1 q2 q3 q4 q5 µ f

1 0.992 11.031 0.007 0.041 0.042 0.108 0.803
2 0.991 11.224 0.010 0.040 0.042 0.793 0.114
3 0.987 11.823 0.747 0.064 0.061 0.061 0.066
4 0.986 12.519 0.293 0.269 0.171 0.115 0.152 0.603 0.0103
5 0.995 12.964 0.048 0.507 0.473 -0.017 -0.011 0.107 3.00 × 10-3

6 0.943 13.398 0.050 0.150 0.205 0.006 0.590 1.22 0.0470
7 0.946 13.557 0.071 0.134 0.196 0.607 -0.009 0.784 0.0333
8 0.979 14.735 0.286 0.265 0.230 0.109 0.110 0.0969 6.92 × 10-3

9 0.995 15.231 0.019 0.593 0.424 -0.018 -0.018 5.43 × 10-3 4.53 × 10-4

10 0.975 15.746 0.150 0.279 0.504 0.029 0.037 1.06 × 10-3 1.02 × 10-4

11 0.990 17.390 0.058 0.043 0.047 0.304 0.547 0.410 0.0560
12 0.966 17.732 0.139 0.057 0.051 0.493 0.260 0.220 0.0319
13 0.995 18.358 0.769 0.116 0.127 0.002 -0.014 7.97 × 10-3 1.28 × 10-3

14 0.998 19.423 -0.011 1.011 0.042 -0.023 -0.019 4.79 × 10-3 8.91 × 10-4

15 0.998 19.595 -0.011 0.041 1.012 -0.022 -0.020 6.01 × 10-3 1.14 × 10-3

a The transition properties are relative to state number 3. q1 is the charge on the central fragment. Results were obtained with
EOM-IP-CCSD/6-311++G**.

Figure 5. NBO charge on the central fragment in a water pentamer
cation as a function of the excitation energy. All calculations were done
with EOM-IP-CCSD/6-311++G**.
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fragment and occur at lower excitation energies than the nearest
localized transitions. Their intensity originates from two sources,
the dipole moment coupling between the central fragment and
the other moieties and the coupling between the electron density
on the other moieties. The observed intensities are too large to
be due to monomer intensity.

4. Conclusions

The present cluster study reveals that prior to nuclear
relaxation, the hole produced by vertical ionization is partly
delocalized, particularly when ionization involves removing an
electron from an a1-monomer-derived orbital. Typically, ioniza-
tion of liquid water is pictured in terms of a creation of a b1

hole to yield the ground electronic state of the cation. This is
likely true for photoionization at most energies between 6 and
12 eV; however, it has recently been suggested that photoion-
ization via excitation into the B̃ (1A1) state of liquid water, which
promotes an a1 electron, will lead initially to an a1 hole.12 The
nearest neighbor couplings that give rise to this delocalization
are already present in the dimer. The coupling not only causes
delocalization, but also induces mixing of different cation states.
Returning to the b1 hole ground state of ionized water, the
spectroscopic signature of the condensed phase appears very
similar to that of the gas phase. Two broad bands appear at
roughly similar positions. The biggest difference is in the
acquired intensity, which comes mostly from the charge transfer
component. The delocalized nature of the hole will also impact
the dynamics of the ionization process. The delocalized hole is
likely to persist until a fluctuation large enough to induce
localization occurs and subsequently drives the proton transfer
reaction to produce the OH radical. This final relaxation stage
separates the spin and charge.

This study suggests that dimer and small cluster calculations
may be useful in predicting the excitation energies of ionized
bulk water. The calculated band positions are insensitive to the
cluster size or the particular geometry. This is not true of the
transition properties, which offer a probe of the structure and
dynamics of the system. The main part of their intensity comes
from the intermolecular character of the wave functions.
Calculation of the associated intensities requires proper averag-
ing over the thermally sampled configurations.
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